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This chapter is devoted to Philippe Flajolet’s works involving the Airy function,
and gives bibliographical pointers to later developments of what Philippe was calling
the "Airy phenomenon".
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1. Historical backgrounds: the Airy function in Physics

The Airy function was introduced in 1838 by Sir George Biddell Airy (1801-
1892), royal astronomer at Cambridge, in his analysis of the intensity of light in the
neighbourhood of a caustic [1], which allows to explain diffraction in optics (and
phenomena like rainbows).

They are mainly 3 equivalent definitions of the Airy function Ai(z): as a solution
of the differential equation " — zy = 0 (with y(z) = 0), as an integral, or as a power
series (a variant of an o Fy(z) hypergeometric series), namely

L[ s
AI(Z) / el(zt+t /3) dt
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Accordingly, there are many equivalent ways to write the Airy function in terms
of special functions [78], e.g. in terms of Bessel functions I,,(z), K, (z) at v = 1/3.
The notation Ai(z) is due to J. C. P. Miller in 1946 [66], who was in charge of the
BAASMTC (British Association for Advancement of Science, Mathematical Tables
Committee), a committe founded in 1871 and initially managed by Cayley, Rayleigh,
Kelvin, ...This notation Ai(z) was quickly popularised by the book “Methods of
Mathematical Physics” of Jeffreys & Jeffreys [53].
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[> plot (Airymi (x),x=—23..5);
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=> evalf (seq(AiryldiZercos (k)  k=1..7)) ;
—2.338107410, -4.087949444 -5 520559828, -6.786708090, -7 544133587, -9.022650853, -10.04017434

The Airy function Ai(z) oscillates on the real negative axis, where Ai(—z) ~
. 2,..3/2 1
% and where it has a discrete set of zeroes, while it decays exponential
_2,3/2

The Airy function has many application in physics (optics, quantum mechanics,
electromagnetics, radiative transfer) [101]. Why are there still nowadays so many
articles involving this function? It is mainly because it has an intimate link with quan-
tum mechanics, via the Schrodinger equation —5 4" (z) + gatp(z) = Et(z). In-
deed, if one looks for the level of energy F which are consistent with ¢(0) = 0,
it implies that &/ has to be a zero of the Airy function! The equation is of the
form —a.y” + b.x.y = E.y, and the physics of the Schrédinger equation implies
that y(£o00) < oo, up to a change of variable, one recognises the differential equa-
tion defining Ai(z), which in turn constraints E to belong to a discrete set of values
E = —a'/3p*/3qy, (the —ay’s being the zeroes of Ai(z)). This quantisation phe-
nomena is thus typical in quantum mechanics, but it was a nice surprise when it was
experimentally proven in 2001 that it holds for the four fundamental forces (i.e. also
for gravitation), as it was observed (see [68]]) that neutrons in Earth’s gravitational
field also exhibit such quantum states, at energy levels being nothing else than quo-
tients of Airy zeroes, up to 4 significant digits! Other applications of the Airy function
in physics are related to asymptotics expansions (Stokes phenomena, WKB method as
initialy investigated by Harold Jeffreys in 1923).

fast on the real positive axis, where Ai(x) ~

In the 80’s and the 90’s, the Airy function popped up in an apparently unrelated
field: combinatorics! It appears in fact in three families of limit laws:
o the area-Airy distributions (for the the area under Brownian motion),
o the Tracy—Widom distributions (for the largest eigenvalue of random matrices),
o the map-Airy distribution (for the size of the largest connected component in a map).

We present these three types of Airy distribution in the next three sections.
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2. The area-Airy distributions: Brownian motion, linear probing hashing,
additive parameters in grammars

This section is mainly dedicated to the random variable B giving the area below
the Brownian excursion.

2.1. Area under a Brownian excursion. Motivated by a question of Philippe
Flajolet, Guy Louchard made the first fundamental step for the birth of “Airy era”
in combinatorics: in [61], he considered the area below the Brownian excursion 5 =
fol e(t) dt and he found a recurrence for the moments, and that the moment generating
function E/ [e*ys ] of the area-Airy distribution B was given by

B oo
E [e_y\/g} =27y E exp (—aky2_1/3) .
k=0

A formula for the density of 5 was given in 1991 by Takécs [94]:

d 8V3 o= —5 4 1603
w(x) = %P{B <z}= 5 e vk vi/g U (6’ S;Uk) v = 271”5.
k=1

There, the quantities —a;, are the zeros of the Airy function Ai(z) and U(a, b; 2) is
the confluent hypergeometric function. (Note that it is striking that this function U is
related to the map-Airy distribution, it is unknown if this reflects the fact that B could
be seen as a sum of properly weighted map-Airy distributed random variables).

The terminology "area-Airy" distributions (plural) is justified by the fact that sim-
ilar results hold for the area below the Brownian bridge, Brownian motion, Brownian
meander and some variants of them [97, 26| I50]: these area-Airy distributions have
a distribution the moments of which are given by In’ Ai(z), while their densities are
given by a sum of Airy zeroes weighted by an hypergeometric.

The area-Airy distributions appeared since in lot of different contexts: connexity
of random graphs [58| 41 (91} 92]], area of polyominos [[77} 30, |85] 182} [90], in sta-
tistical physics, for self-avoiding walks models [63| [84} |81} 87} |5 [79], inversion in
trees [46l [72], internal path length in trees [93) 96], additive parameters of context-
free grammars (conjecture proven to be true for Q-grammars [30, |83, 6], and some
families of trees [34]]), Area below discrete lattice paths [98] 169, 65 99, [70} 9} 150,
57,189} 188, [10]], complexity cost of solving quadratic boolean systems, Grobner basis
computations [13} [12]], and last but not least, this distribution is also appearing in the
analysis of linear probing hashing [41].

2.2. On the analysis of linear probing hashing. The Flajolet-Poblete—Viola
article [41] is solving an old problem, which was in fact Knuth’s first analysis of
algorithm, in 1962. Don Knuth got so excited by the magical links with some parts
of mathematics (like the Ramanujan Q function) that it convinced him to dedicate his
life to the field he created, "analysis of algorithms" and to write The Art of Computer
Programming.
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The problem is nicely described in the article, and is equivalent to displacement
in parking functions. It leads to the following functional equation:

F(z2,q) — F(gz,q)

0, F(z,q) = -

F(z,q).

It is a nice coincidence that progresses were done on this problem only 35 years
later, in 1997, at the same time by Knuth and Flajolet. Indeed, Knuth found a close
form solution [58], while Philippe and its coauthors got the limit law. (More on this
story and on the work of Philippe related to hashing can be found in Volume IV,
Chapter 4).

To this aim, Philippe developed a nice non-commutative operator approach, and
by a "pumping moment" argument, he proves that when the parking has just one free
slot, the law of Dy, 11 ,,/ n3/2 converges to the area-Airy distribution.

These two tools (the operator point of view and the pumping moment method,
thus leading to a recurrence allowing to identify the limiting distribution) will be at
the heart of many later results involving the area-Airy distribution.

Note that by reversing the time, linear probing hashing can be seen as a frag-
mentation process: see the works of Rényi on “parking functions”, and the works of
Bertoin, Pitman on the “additive coalescent”, so we can expect more results involving
the Airy function for these processes!

2.3. Analytic variations on the Airy distribution. In the Flajolet-Louchard ar-
ticle [38]], an essential role is played by what they called the “root zeta function” of
the Airy function:

A(s) == Z(ak)_s, where —ay, are the zeroes of Ai(z).
k=1

This sum is a priori well-defined only for R(s) > 3/2, because of the growth of the

ap ~ pk?/3 (1 + Z;’il Z—j) But there is a nice convergent-divergent trick which

gives an analytic continuation of A(s) on C:

A(s) = D (37k/2) 727 437 (@)™ = (3k/2)727%)

k>1 k>1

extends by analytic continuation to (s) > 0 (and so on, by subtracting further asymp-
totics terms. This leads to an expression in terms of the Riemann ¢ function, and thus
an analytic continuation of A for s € C).

Using Mellin transforms (see Volume III, Chapter 4), the authors get that the
moments of the Area-Airy distribution exist for any s € C and satisfy

()]

7 ((:)S))A@“ -9)

= N
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Thus, moments of positive order are given by the expansion of Ai(z) at +0o or —oo
while moments of negative order are given by the expansion of Ai(z) at 0. Accord-
ingly, this leads to sexy evaluations, involving nice mathematical fundamental con-
stants Philippe was in love with, like:

Similar phenomena appear in appendix B of [8]. These two articles show that
complex analysis gives full access to a lot of informations on the area-Airy distribution
and the map-Airy distribution. Large deviations of the area-Airy distributions were
later also investigated by Louchard and Janson [62], again motivated by a question of
Philippe Flajolet.

It is nice that a slightly modified root zeta function of the Airy function, namely
An(s) = > jun(ar — ) 7%, appears in the context of evaluation of quantum-
mechanical sum rules and perturbation theory calculations for the Stark effect [[14],
and leads to tables of relations reminiscent of tables for multi zeta values [42].

E

2.4. Hachage, arbres, chemins & graphes. Philippe (together with Philippe
Chassaing) wrote a survey (for the Gazette of the French Mathematical Society), on
“Hachage, arbres, chemins & graphes” [25]], which is a very nice overview of the links
between the fundamental structures involving the area-Airy distribution and which
concludes this chapter on “Philippe Flajolet and the Airy function”.

3. Random matrices, Airy kernel and the Tracy—Widom distributions

Let us start with a problem initially considered by Erdds (in 1935) and Ulam (in
1961): what is the expected length L,, of the longest increasing subsequence of a ran-
dom permutation of size n? E.g. the permutation23 64 5 1 7 has a longest increasing
subsequence of length 5. This highly nontrivial problem have a nice link with alge-
braic combinatorics, as this length is the width of an associated Young tableau (this
gives en passant a linear time algorithm to compute it). A sequel of articles gave the
formula, the average, the variance, and finally the limit law of L,, [45] 102,160l 14].

Although Philippe Flajolet did not publish on the subject (see however pages
227, 532, 598, 716, 752 of the Flajolet-Sedgewick book “Analytic combinatorics”),
we give here a short discussion of few results obtained via a determinantal process in-
volving an Airy kernel. It is a part of what Philippe Flajolet was calling the “Airy phe-
nomena”, i.e. the apparition of the Airy function in several combinatorial problems,
as a reflect of some analytical phenomena (conjecturally) involving some coalescing
saddle points.

In the 90’s, the Airy function also appeared in statistical mechanics, in link with
random matrix theory, where some determinantal process involve the following “Airy
kernel”: Ai(x)Ai,(ya);:Ai/(x)Ai(y) . The Airy function is finally related to the distribution
F; of the largest eigenvalue of some random hermitian matrices, a distribution given
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by Tracy & Widom in 1993 [100]:

Fats) = (= [ atois)

where ¢ is the solution of the Painlevé II equation ¢/ = sq + 2¢> satisfying q(s) ~
Ai(s) as s — 0.

With respect to the initial Erd6s—Ulam problem, Baik, Deift and Johansson [4]
proved in 1999 that the length of the longest increasing subsequence in a permutation
of size n follows this Tracy—Widom distribution:

P(Ln72\/ﬁ

176 <z) — Fy(x).

There exists two related distributions F (z) and Fy(z). It is striking that some recent
results in physics show that F;(s) is the law for gaps in superconductors. Many other
statistics involve this type of Airy distribution [93} 28l 54} 55]].

4. The map-Airy distribution: coalescing saddle points, connectivity in graphs
and maps

4.1. First cycle in an evolving graph. Since the pioneering work on random
graphs by Erd6s & Rényi in 1959, many results obtained via probabilist tools showed
some fascinating transition phases when the proportion of edges is increasing (see the
numerous works of Bollobas’ school [21])).

After the works of E. M. Wright (of Hardy & Wright fame) and T. R. Walsh,
the Flajolet—Knuth—Pittel article [37] is the second important step for the introduction
of analytical methods in the study of random graphs. It strongly relies on identities
related to the Lambert function (the Cayley tree function) and on the saddle point
method the authors prove that the first cycle has length ~ Kn'/% where

[ (n—s)?*\ds
NS [m/exp <(u+2s)6 ?du~2.0337.

When Philippe was fed up of some administrative work, he was joining the coffee
room, by asking “give me an integral!”, as this was like a playtime for him. The
above evaluation (up to four digits) also reflects his love for numerical evaluation of
mathematical constants, in the spirit of [35]], a book he liked a lot.

The Flajolet—Knuth—Pittel article is thus the direct predecessor of the major ana-
lytical work on random graphs: the * giant paper on the giant component” [52], which
relies also strongly on the Wright coefficients (that we already encountered in our
Section on the area-Airy distributions!).

K =

1. The saddle point method was one of the three main asympotical methods of Philippe, together
with singularity analysis and Mellin tranform techniques, a preliminary version of Flajolet-Sedgewick’s
"Analytic Combinatorics" had a chapter dedicated to the saddle point method. There is however no specific
chapter on this method in these complete works, but the union of this chapter and Chapter 2 of Volume I
plays this role.
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In the 2000’s, similar approaches were used to analysed graphs avoiding some
pattern, hypergraphs, connectivity in some class of graphs, planar graphs [80, [76, 47,
29|, and transition phases in satisfaction problems (k-SAT problems) and other NP-
complete problems [49} |67, [11]. We also refer the reader to Volume IV, Chapter 5 to
get more on Philippe’s work on Random Graphs, Mappings, Maps.

4.2. Random maps, coalescing saddles, singularity analysis, and Airy phe-
nomena.

4.2.1. Random maps. Initially motivated by the question of uniform random gen-
eration of some families of connected maps, the Banderier—Flajolet—Schaeffer—Soria
article 8] gives also some universal results for asymptotics involving coalescing sad-
dle points and for compositions of functions singular at the same time.

A map is a planar graph drawn on the sphere. Maps were intensively studied by
Tutte, who wanted to refute the 4 colour theorem, he then found a way to enumer-
ate maps (sequence of articles in the 60’s). Gilles Schaeffer’s Phd thesis extended
these results of Tutte, and gave a bijective explanation for many variants of maps, and
tackled the question of uniform random generation of connected maps. It is easy and
fast to generate a (non-connected) map of size NV, and to extract its largest connected
component, so just do some rejection and pray so that you get a connected map of the
wanted size n. Or... use analytic combinatorics and find the optimal value of N so
that you do on average the least number of rejections!

The fastest algorithm consists in choosing N = 3n — (3n)%/3x, where x( is the
location of the peak of A(x), the density of the map-Airy distribution.

This density satisfies:
A(z) = 2exp (—22°) (zAi(x?) — A¥'(x?))
Here is a plot of A(z):

This idea of tuning a rejection algorithm to do some faster uniform random gen-
eration of combinatorial structures was puzzling Philippe and he then got the idea of
what he called the Boltzmann method [31]], this method was a true revolution (im-
proving by several order of magnitudes the state of the art), and we urge the reader
to have a look on it! The key idea consists in giving a value to the variable of the
generating function, this confers a probabilist weight to the associated combinatorial
objects. Then you just need a pinch of symbolic method, analytic method, limit laws,
automatisation to get a uniform random generator for your favourite combinatorial
structure. This was really “the cherry on the cake” of 30 years of work of Philippe,
coming as a rape fruit in 2001. A later evolution of this idea lead to what Philippe
called the Buffon machines [39], a very efficient way to simulate exactly many dis-
tributions (even involving transcendental numbers). All of this is presented in PFAC
Volume VI, Chapter 3.
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4.2.2. Coalescing saddle points. The first asymptotic key tool in the Banderier—
Flajolet—Schaeffer—Soria article [8]] is a variant of the saddle point method. Indeed,
applying the Cauchy formula on an expression coming from the work of Tutte, the
probability that a map of size n has a kernel of size k is given as an integral:

Pr(X, =k) = "k_Ck—/F H(2)"dz.

For a specific ratio n/k, a local expansion (and a lot of technical details) leads to
/ exp(n(ag + ai(z — 7) + as(z — 7)2 + as(z — 7)3 +...))dz; a wonderful phe-
r

nomena is that, for many families of maps, one has here a double saddle (in fact
two coalescing saddle points) so a; = 0 and ay = 0, and the integral is then clearly
just an avatar of the Airy function.

4.2.3. Singularity analysis. The Apendix A of [8] is dedicated to singularity
analysis of critical schemes of the type [¢"u*]f(ug(z)). For a specific ratio n/k,
such composition schemes are shown to lead to some limiting distributions which are
stable distributions. Stable distributions are typically the limit laws of sums of iid ran-
dom variables (with infinite variance), however, for all our combinatorial problems,
they pop up in contexts where they are not expressed as sum of random variables, or
those variables are dependent. This suggests that Lévy theory of stable distributions /
the generalisation of the Gnedenko—Kolmogorov generalised central limit theorem to
the case of dependent variable may exist.

It is nice that complex analysis gives the distribution of these limit laws via some
Hankel contour integration: for any parameter A € (0, 2), define the entire function

1 Z(—l)k_lka sin(mk\) (0<A<]

Gl N = e
BV % Z(l)klka sin(rk/)) (1< A <2)
k>1

Note that the "symmetry" A < 1 vs A > 1 is explained by Zolotarev reciprocity law,
and that a parameter (the "skewness") of the stable distribution is here equal to 0.
Philippe and its coautors proved that the coefficient of 2™ in a large power g(2)* of a
fixed algebraic—logarithmic function g(z) with singular exponent A\ admits asymptotic
estimates involving this stable distribution density G(z, A), as detailed in Theorem
11 and 12 of [8]. This covers Zipf laws, Cauchy distribution (A = 1), Rayleigh
distribution (A = 1/2), our map-Airy / Holtsmark distribution (A = 3/2), while for
A > 2 one has a Gaussian distribution.

Due to the ubiquity of such composition scheme, many later articles are in fact
related to it, while tackling different topics: random maps [56, 120} [19} 117} 75, 22} 144}
33 [15]], planar graphs [[64, 18] 23| 71} [16]], limiting objects in probability theory [86,
3| 1103} 127, 48]], percolation [2], statistical mechanics [32], asymptotics of bivariate
meromorphic functions [73} 159, [74]...
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4.3. Airy phenomena and analytic combinatorics of connected graphs. In [43],
Flajolet, Salvy and Schaeffer show that it is possible to make analytic sense of the di-
vergent series that expresses the generating function of connected graphs. This builds
on works by E.M. Wright in the 70/80’s, the Knuth—Flajolet—Pittel article [37] and the
Janson—Knuth—Luczak—Pittel "giant paper on the giant component” [52].

The enumeration of connected graphs by excess (of number of edges over number
of vertices) derives from a simple saddle-point analysis. Furthermore, a refined anal-
ysis based on coalescent saddle points yields complete asymptotic expansions for the
number of graphs of fixed excess, through an explicit connection with Airy functions.
The amazing part of this work relates asymptotics at -1 and at 0.

Note that another analysis of a divergent generating function was presented by
Svante Janson [31]], at the occasion of conference celebrating Philippe’s 60th birthday.

5. Anecdotes

We have seen at the beginning of our introduction that the Airy function was
introduced by an astronomer, and while Philippe was working on the Airy function in
1998, he got amused to discover on the web a photography of his own grandfather,
who was also an astronom.

Photography of Philippe Flajolet (1885-1948), me-
teorologist and astronom at the Observatory of
Lyon and grandfather of Philippe. Philippe’s
mother was deeply appreciating her father-in-
law, who died while she was pregnant, she
then decided to call her unborn son “Philippe”.
In 1998, Philippe Flajolet got amazed when
he discovered the photography of its grandfa-
ther on internet, and he then wrote the web-
page algo.inria.fr/flajolet/numbers.html where he
was making a pun by saying he had “Erdds num-
ber 2” but “Flajolet number 0”. However Doron
Zeilberger later argued [[104]] that Philippe should
have Flajolet number 7, with an amazing path
via the posthumous presentation by Hadamard of
Jean Merlin’s work, and then via any student of
Hadamard.

As a second anecdote, Philippe Flajolet and Bruno Salvy were working in August
1997 on a Maple session for analysing connectivity in random graphs (this later lead
to the article [43]]). Then an INRIA communications manager knocked at the door
and ask them what can of logo INRIA could use for the Algorithms Project (the team
whose the fearless leader was Philippe...), Philippe then pinpointed the nice monkey
saddle on the screen, and began to explain to the guy why it would be a very nice
illustration. More than a logo, this monkey saddle (which is a kind of signature of the
Airy phenomena) stayed until the end the blazon of the Algorithms Project, appearing
on all its webpages. So let us end this introduction with the own words of Philippe:




Jwiyrobopayeuurobe/dyy
BE]] 0 BIHISAL] JO0IHed 3503]d ‘8118 S1Y SulAJoAu] SHoNIsen b 40 Sus]qoid 10 TFQQ7 L [ 4PQuBIAsS pelip ol 15T

! (05 x05=F2uTodunu ! QE=EIN0IUOD
IN0AUooUDled="TAIE ‘IT«E+F " "I«E-F—=0
‘[{3)ausumbIe’ (7)=29]) [PeaoTdxsTduos] sao1d
{THNxE-E/E.N=:T

ST 20 2p02 2[de]y] Aq PalEleUas SeM TOJT af]

L Tgue up watyy smoyp sugl puv ‘1saqof v Bulaq wodf af ooy jou onsn st 11 1oyz pulf em ydoE wopup. b fo wounjoas
ayy fo 528015 Ajapa 2yl 1D UsAdMopy ‘suoucun) Bunv.susE fo asn jupofiudls Moylm padcdd ussq aAbY [Frs0TEIININ] sy ¥ pub fopag J fo sedpd
Bulasuold sy} yIM SUADIS Ve 3Y1 Ul Sinsad Ao bw sy Jo 190py sEulddoiu pup 55841 wopub.d fo Apnis syl 0] paiilgsal usaq Ao poy asn 4yl jsnolialg
Ao Jupoyiusls v ul sydods wopupd fo Lioayl jpisuad oyl opul suoyounf Sulpieussd fo Lgus Yl Yo [$QTCO-POSHIN] A0ssadapaid s)1 pup 4advd siyf,

10L050-9F6IN] awar shyw 272w vely 49 Pres Sy [8¢¢--T€T °¢ "0 (€661) f SUHpUOS[y samponng
wopuey wanodmod JueIE 21 Jo yInq S A ezonT oy “uosuer] iaded s 2ag s gET 219 i W Uy pue sOpIg Aq patenmm swajqoid JO SaUas SNOWEJ B O} SIIERX
I pUB S{I0MIOT GONROMMINIOD Jo uSisap 2y w suongeoqdde sey wajqoxd snyy, “sydeid wopue: w A1ano2unod jo SWPURSISPIN A1) 0] [EINID ST 20U20S2A[R0D WY JO SISAEUR 2Ul 2y

5. ANECDOTES

(js821 2amp pey noA B 250 p,noA e J[ppes B) ,2[PPES A2NU0NE, PI[[E2-05 B 0] 2511 SmaAlf aosaeod symod
2[PPES 0M] ‘suoiEal [BonU) U] saSpa puR s2poU Jo I2qUmu 0] Swpiodoe paumod sydeid paloaunod Jo nonouny Superauas 2t Jjo aueld x2[dmod 1 W MOMEY2q 3} smols 05o] mQ

[ sdmmmmrysqer | wwepmpddy smrEg || rEagFo5 I SrEmmRg I sHogENqng I duag Il oy, ey Il PR |

0807 s,393floa g smyILIos|y







(1]
(2]
(3]
(4]
[3]

(6]
(71

(8]

(91

[10]

[11]

[12]

[13]

[14]

[15]
[16]

[17]

Bibliography

AIRY, G. B. On the intensity of light in the neighbourhood of a caustic. Trans. Camb. Phil. Soc. 6
(1838).

ANGEL, O. Growth and percolation on the uniform infinite planar triangulation. Geom. Funct. Anal.
13,5 (2003), 935-974.

ANGEL, O., AND SCHRAMM, O. Uniform infinite planar triangulations. Comm. Math. Phys. 241,
2-3(2003), 191-213.

BAIK, J., DEIFT, P., AND JOHANSSON, K. On the distribution of the length of the longest increasing
subsequence of random permutations. J. Amer. Math. Soc. 12, 4 (1999), 1119-1178.

BAIK, J., LIECHTY, K., AND SCHEHR, G. On the joint distribution of the maximum and its position
of the Airy2 process minus a parabola. J. Math. Phys. (2012).

BANDERIER, C. On g-difference equations and the Airy distribution. In preparation (2012).

BANDERIER, C., FLAJOLET, P., SCHAEFFER, G., AND SORIA, M. Planar maps and Airy phe-
nomena. In Proceedings of the 27th International Colloquium on Automata, Languages and Pro-
gramming (ICALP 2000) (Berlin/Heidelberg, 2000), U. Montanari, J. D. Rolim, and E. Welzl, Eds.,
vol. 1853 of Lecture Notes in Computer Science, Springer, pp. 388—402. This version is subsumed
by [8].

BANDERIER, C., FLAJOLET, P., SCHAEFFER, G., AND SORIA, M. Random maps, coalescing sad-
dles, singularity analysis, and Airy phenomena. Random Structures & Algorithms 19 (2001), 194—
246. For preliminary versions, see [7].

BANDERIER, C., AND GITTENBERGER, B. Analytic combinatorics of lattice paths: enumeration
and asymptotics for the area. In Fourth Colloquium on Mathematics and Computer Science Algo-
rithms, Trees, Combinatorics and Probabilities, Discrete Math. Theor. Comput. Sci. Proc., AG. As-
soc. Discrete Math. Theor. Comput. Sci., Nancy, 2006, pp. 345-355.

BANDERIER, C., AND GITTENBERGER, B. Analytic combinatorics of lattice paths: Airy limit laws
for the area. In preparation (2012).

BANDERIER, C., HWANG, H.-K., RAVELOMANANA, V., AND ZACHAROVAS, V. Average case
analysis of NP-complete problems: Maximum independent set and exhaustive search algorithms.
Proceedings of AofA’09 (2009).

BARDET, M., FAUGERE, J.-C., SALVY, B., AND SPAENLEHAUER, P.-J. On the complexity of
solving quadratic boolean systems. Journal of Complexity (2012).

BARDET, M., FAUGERE, J.-C., SALVY, B., AND YANG, B.-Y. Asymptotic behaviour of the degree
of regularity of semi-regular polynomial systems. In MEGA’05 (2005). Eighth International Sympo-
sium on Effective Methods in Algebraic Geometry, Porto Conte, Alghero, Sardinia (Italy), May 27th
— June 1Ist.

BELLONI, M., AND ROBINETT, R. W. Constraints on Airy function zeros from quantum-mechanical
sum rules. J. Phys. A 42,7 (2009), 075203, 11.

BERNARDI, O. On triangulations with high vertex degree. Ann. Comb. 12, 1 (2008), 17-44.
BODIRSKY, M., Fusy, E., KANG, M., AND VIGERSKE, S. Enumeration and asymptotic properties
of unlabeled outerplanar graphs. Electron. J. Combin. 14, 1 (2007), Research Paper 66, 24.
BODIRSKY, M., GROPL, C., JOHANNSEN, D., AND KANG, M. A direct decomposition of 3-
connected planar graphs. Sém. Lothar. Combin. 54A (2007), Art. B54Ak, 15 pp. (electronic). In

Proceedings of the 17th Annual International Conference on Formal Power Series and Algebraic
Combinatorics (FPSACO05).



[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]
[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

BIBLIOGRAPHY

BODIRSKY, M., GROPL, C., AND KANG, M. Generating labeled planar graphs uniformly at ran-
dom. Theoret. Comput. Sci. 379, 3 (2007), 377-386.

BODIRSKY, M., AND KANG, M. Generating outerplanar graphs uniformly at random. Combin.
Probab. Comput. 15, 3 (2006), 333-343.

BODIRSKY, M., KANG, M., LOFFLER, M., AND MCDIARMID, C. Random cubic planar graphs.
Random Structures Algorithms 30, 1-2 (2007), 78-94.

BOLLOBAS, B. Random graphs, second (1st ed. in 1985) ed., vol. 73 of Cambridge Studies in
Advanced Mathematics. Cambridge University Press, Cambridge, 2001.

CHAPUY, G. Asymptotic enumeration of constellations and related families of maps on orientable
surfaces. Combin. Probab. Comput. 18, 4 (2009), 477-516.

CHAPUY, G., Fusy, E., GIMENEZ, O., MOHAR, B., AND NOY, M. Asymptotic enumeration and
limit laws for graphs of fixed genus. J. Combin. Theory Ser. A 118, 3 (2011), 748-777.

CHASSAING, P., AND FLAJOLET, P. Hachage, arbres, chemins, et graphes. Bulletin de Probabilités,
Université Paris VI 5 (2001), 1-17. This version is subsumed by [25]].

CHASSAING, P., AND FLAJOLET, P. Hachage, arbres, chemins & graphes. Gazette des Mathémati-
ciens 95 (January 2003), 29-49. For preliminary version, see [24].

CHASSAING, P., AND LOUCHARD, G. Reflected Brownian bridge area conditioned on its local time
at the origin. J. Algorithms 44, 1 (2002), 29-51. Analysis of algorithms.

CHASSAING, P., AND SCHAEFFER, G. Random planar lattices and integrated superBrownian ex-
cursion. Probab. Theory Related Fields 128, 2 (2004), 161-212.

DEIFT, P., ITS, A., AND KRASOVSKY, I. Asymptotics of the Airy-kernel determinant. Comm. Math.
Phys. 278, 3 (2008), 643-678.

DRMOTA, M. Random trees. Springer, 2009. An interplay between combinatorics and probability.

DUCHON, P. g-grammars and wall polyominoes. Ann. Comb. 3, 2-4 (1999), 311-321. On combina-
torics and statistical mechanics.

DUCHON, P., FLAJOLET, P., LOUCHARD, G., AND SCHAEFFER, G. Random sampling from Boltz-
mann principles. In Proceedings of the 29th International Colloquium on Automata, Languages and
Programming (ICALP 2002) (Berlin/Heidelberg, 2002), P. Widmayer, S. Eidenbenz, F. Triguero,
R. Morales, R. Conejo, and M. Hennessy, Eds., vol. 2380 of Lecture Notes in Computer Science,
Springer, pp. 501-513.

DUPLANTIER, B., AND SHEFFIELD, S. Liouville quantum gravity and KPZ. Invent. Math. 185, 2
(2011), 333-393.

FELSNER, S., Fusy, E., AND NOY, M. Asymptotic enumeration of orientations. Discrete Math.
Theor. Comput. Sci. 12,2 (2010), 249-262.

FILL, J. A., AND KAPUR, N. Limiting distributions for additive functionals on Catalan trees. Theo-
ret. Comput. Sci. 326, 1-3 (2004), 69-102.

FINCH, S. R. Mathematical constants, vol. 94 of Encyclopedia of Mathematics and its Applications.
Cambridge University Press, Cambridge, 2003.

FLAJOLET, P., KNUTH, D. E., AND PITTEL, B. The first cycles in an evolving graph. Research Re-
port 888, Institut National de Recherche en Informatique et en Automatique (INRIA), 1988. 48 pages.
For published version, see [37].

FLAJOLET, P., KNUTH, D. E., AND PITTEL, B. The first cycles in an evolving graph. Discrete
Mathematics 75 (1989), 167-215. For preliminary version, see [36]. Reprinted as Chapter 40 of
Selected Papers on Discrete Mathematics, by Donald E. Knuth (Stanford, CA: Center for the Study
of Language and Information, 2003), 585-642.

FLAJOLET, P., AND LOUCHARD, G. Analytic variations on the Airy distribution. Algorithmica 31
(2001), 361-377.

FLAJOLET, P., PELLETIER, M., AND SORIA, M. On Buffon machines and numbers. In Proceedings
of the Twenty-Second Annual ACM—SIAM Symposium on Discrete Algorithms (SODA ’11) (2011),
pp. 172-183.

FLAJOLET, P., POBLETE, P., AND VIOLA, A. On the analysis of linear probing hashing. Research
Report 3265, Institut National de Recherche en Informatique et en Automatique (INRIA), 1997.
22 pages. For published version, see [41].



BIBLIOGRAPHY 15

[41] FLAJOLET, P., POBLETE, P., AND VIOLA, A. On the analysis of linear probing hashing. Algorith-
mica 22 (1998), 490-515. For preliminary version, see [40].

[42] FLAJOLET, P., AND SALVY, B. Euler sums and contour integral representations. Experimental Math-
ematics 7 (1998), 15-35.

[43] FLAJOLET, P., SALVY, B., AND SCHAEFFER, G. Airy phenomena and analytic combinatorics of
connected graphs. Electronic Journal of Combinatorics 11(1), #R34 (2004), 1-30.

[44] Fusy, E. New bijective links on planar maps via orientations. European J. Combin. 31, 1 (2010),
145-160.

[45] GESSEL, I. M. Symmetric functions and P-recursiveness. J. Combin. Theory Ser. A 53, 2 (1990),
257-285.

[46] GESSEL, 1. M., SAGAN, B. E., AND YEH, Y. N. Enumeration of trees by inversions. J. Graph
Theory 19, 4 (1995), 435-459.

[47] GIMENEZ, O., AND NOY, M. Asymptotic enumeration and limit laws of planar graphs. J. Amer.
Math. Soc. 22, 2 (2009), 309-329.

[48] GNEDIN, A., AND PITMAN, J. Exchangeable Gibbs partitions and Stirling triangles. Zap. Nauchn.
Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 325, Teor. Predst. Din. Sist. Komb. i Algoritm.
Metody. 12 (2005), 83-102, 244-245.

[49] HERVE, D., AND VLADY, R. Random 2 XORSAT phase transition. Algorithmica 59, 1 (2011),
48-65.

[50] JANSON, S. Brownian excursion area, Wright’s constants in graph enumeration, and other Brownian
areas. Probab. Surv. 4 (2007), 80-145.

[51] JANSON, S. A divergent generating function that can be summed and analysed analytically. Discrete
Math. Theor. Comput. Sci. 12,2 (2010), 1-22.

[52] JaNSON, S., KNUTH, D. E., LuczAK, T., AND PITTEL, B. The birth of the giant component.
Random Structures Algorithms 4, 3 (1993), 231-358. With an introduction by the editors.

[53] JEFFREYS, H., AND JEFFREYS, B. S. Methods of Mathematical Physics. Cambridge, at the Univer-
sity Press, 1950. 2d ed. (Ist ed. in 1946).

[54] JOHANSSON, K. Discrete orthogonal polynomial ensembles and the Plancherel measure. Ann. of
Math. (2) 153, 1 (2001), 259-296.

[55] JOHANSSON, K. The arctic circle boundary and the Airy process. Ann. Probab. 33, 1 (2005), 1-30.

[56] KANG, M., AND LuczAK, T. Two critical periods in the evolution of random planar graphs. Trans.
Amer. Math. Soc. 364, 8 (2012), 4239-4265.

[57] KEARNEY, M. J., MAJUMDAR, S. N., AND MARTIN, R. J. The first-passage area for drifted Brow-
nian motion and the moments of the Airy distribution. J. Phys. A 40, 36 (2007), F863-F869.

[58] KNUTH, D. E. Linear probing and graphs. Algorithmica 22, 4 (1998), 561-568. Average-case anal-
ysis of algorithms.

[59] LLADSER, M. Uniform formulae for coefficients of meromorphic functions in two variables. I. SIAM
J. Discrete Math. 20, 4 (2006), 811-828.

[60] LOGAN, B. F., AND SHEPP, L. A. A variational problem for random Young tableaux. Advances in
Math. 26,2 (1977), 206-222.

[61] LOUCHARD, G. The Brownian excursion area: a numerical analysis. Comput. Math. Appl. 10, 6
(1984), 413—417 (1985). and erratum: in vol 12 (1986), no. 3, p. 375.

[62] LOUCHARD, G., AND JANSON, S. Tail estimates for the Brownian excursion area and other Brow-
nian areas. Electron. J. Probab. 12 (2007), no. 58, 1600-1632.

[63] MAJUMDAR, S. N., AND COMTET, A. Airy distribution function: from the area under a Brownian
excursion to the maximal height of fluctuating interfaces. J. Stat. Phys. 119, 3-4 (2005), 777-826.

[64] MCDIARMID, C., STEGER, A., AND WELSH, D. J. A. Random planar graphs. J. Combin. Theory
Ser. B 93, 2 (2005), 187-205.

[65] MERLINI, D. Generating functions for the area below some lattice paths. In Discrete random walks
(Paris, 2003), Editors: Cyril Banderier and Christian Krattenthaler, Discrete Math. Theor. Comput.
Sci. Proc., AC. Assoc. Discrete Math. Theor. Comput. Sci., Nancy, 2003, pp. 217-228 (electronic).

[66] MILLER, J. C. P. The Airy Integral, Giving Tables of Solutions of the Differential Equationy' = zy,
vol. British Ass. Adv. Sc. Math. Tables Vol. B. Cambridge University Press, 1946.



16 BIBLIOGRAPHY

[67] MOORE, C., AND ACHLIOPTAS, D. Random k-SAT: two moments suffice to cross a sharp threshold.
SIAM J. Comput. 36, 3 (2006), 740-762 (electronic).

[68] NESVIZHEVSKY, V. V.. A. Quantum states of neutrons in the earth’s gravitational field. Nature 415
(6869) (2002).

[69] NGUYEN THE, M. Area of Brownian motion with generatingfunctionology. In Discrete random
walks (Paris, 2003), Editors: Cyril Banderier and Christian Krattenthaler, Discrete Math. Theor.
Comput. Sci. Proc., AC. Assoc. Discrete Math. Theor. Comput. Sci., Nancy, 2003, pp. 229-242
(electronic).

[70] NGUYEN THE, M. Area and inertial moment of Dyck paths. Combin. Probab. Comput. 13, 4-5
(2004), 697-716.

[71] PANAGIOTOU, K., AND STEGER, A. Maximal biconnected subgraphs of random planar graphs.
ACM Trans. Algorithms 6, 2 (2010), Art. 31, 21.

[72] PANHOLZER, A., AND SEITZ, G. Limiting distributions for the number of inversions in labelled tree
families. Annals of Combinatorics.

[73] PEMANTLE, R., AND WILSON, M. C. Asymptotics of multivariate sequences. I. Smooth points of
the singular variety. J. Combin. Theory Ser. A 97, 1 (2002), 129-161.

[74] PEMANTLE, R., AND WILSON, M. C. Twenty combinatorial examples of asymptotics derived from
multivariate generating functions. SIAM Rev. 50, 2 (2008), 199-272.

[75] POULALHON, D., AND SCHAEFFER, G. Optimal coding and sampling of triangulations. Algorith-
mica 46, 3-4 (2006), 505-527.

[76] PRALAT, P., VERSTRAETE, J., AND WORMALD, N. On the threshold for k-regular subgraphs of
random graphs. Combinatorica 31,5 (2011), 565-581.

[77] PRELLBERG, T. Uniform g-series asymptotics for staircase polygons. Journal of Physics A: Math.
Gen. 28 (1995), 1289-1304.

[78] PRUDNIKOV, A. P., BRYCHKOV, Y. A., AND MARICHEYV, O. 1. Integrals and Series, 5 vols. Gordon
and Breach, 1986-1992.

[79] RAMBEAU, J., AND SCHEHR, G. Maximum Relative Height of One-Dimensional Interfaces : from
Rayleigh to Airy Distribution. J. Stat. Mech. (2009).

[80] RAVELOMANANA, V. The average size of giant components between the double-jump. Algorithmica
46, 3-4 (2006), 529-555.

[81] RICHARD, C. Area distribution of the planar random loop boundary. J. Phys. A 37, 16 (2004), 4493—
4500.

[82] RICHARD, C. Limit distributions and scaling functions. In Polygons, polyominoes and polycubes,
vol. 775 of Lecture Notes in Phys. Springer, Dordrecht, 2009, pp. 247-299.

[83] RICHARD, C., AND GUTTMANN, A. J. g-linear approximants: scaling functions for polygon mod-
els. J. Phys. A 34,23 (2001), 4783-4796.

[84] RICHARD, C., GUTTMANN, A. J., AND JENSEN, I. Scaling function and universal amplitude com-
binations for self-avoiding polygons. J. Phys. A 34, 36 (2001), L495-L501.

[85] RICHARD, C., JENSEN, 1., AND GUTTMANN, A. J. Area distribution and scaling function for
punctured polygons. Electron. J. Combin. 15, 1 (2008), Research paper 53, 50.

[86] ROYNETTE, B., AND YOR, M. Couples de Wald indéfiniment divisibles. Exemples liés a la fonction
gamma d’Euler et a la fonction zéta de Riemann. Ann. Inst. Fourier (Grenoble) 55, 4 (2005), 1219—
1283.

[87] SCHEHR, G., AND MAJUMDAR, S. N. Universal asymptotic statistics of maximum relative height
in one-dimensional solid-on-solid models. Phys. Rev. E (2006).

[88] SCHEHR, G., AND MAJUMDAR, S. N. Area distribution and the average shape of a Lévy bridge. J.
Stat. Mech. (2010).

[89] SCHWERDTFEGER, U. Limit laws for discrete excursions and meanders and linear functional equa-
tions with a catalytic variable. http://arxiv.org/abs/1105.5175 (2011).

[90] SCHWERDTFEGER, U., RICHARD, C., AND THATTE, B. Area limit laws for symmetry classes of
staircase polygons. Combin. Probab. Comput. 19, 3 (2010), 441-461.

[91] SPENCER, J. Enumerating graphs and Brownian motion. Communications on Pure and Appl. Math.
50 (1997), 293-296.



BIBLIOGRAPHY 17

[92] SPENCER, J. H. Ultrahigh moments for a Brownian excursion. In Mathematics and computer science
(Versailles, 2000), Trends Math. Birkhduser, Basel, 2000, pp. 323-328.
[93] STANLEY, R. P. Increasing and decreasing subsequences and their variants. In International Con-
gress of Mathematicians. Vol. 1. Eur. Math. Soc., Ziirich, 2007, pp. 545-579.
[94] TAKACS, L. A Bernoulli excursion and its various applications. Adv. in Appl. Probab. 23, 3 (1991),
557-585.
[95] TAKACS, L. On the distribution of the number of vertices in layers of random trees. J. Appl. Math.
Stochastic Anal. 4,3 (1991), 175-186.
[96] TAKACS, L. The asymptotic distribution of the total heights of random rooted trees. Acta Sci. Math.
(Szeged) 57, 1-4 (1993), 613-625.
[97] TAKACS, L. On the distribution of the integral of the absolute value of the Brownian motion. Ann.
Appl. Probab. 3,1 (1993), 186-197.
[98] TAKACS, L. Limit distributions for the Bernoulli meander. J. Appl. Probab. 32, 2 (1995), 375-395.
[99] TOoLMATZ, L. The saddle point method for the integral of the absolute value of the Brownian mo-
tion. In Discrete random walks (Paris, 2003), Editors: Cyril Banderier and Christian Krattenthaler,
Discrete Math. Theor. Comput. Sci. Proc., AC. Assoc. Discrete Math. Theor. Comput. Sci., Nancy,
2003, pp. 309-324 (electronic).
[100] TRACY, C. A., AND WIDOM, H. Level-spacing distributions and the Airy kernel. Comm. Math.
Phys. 159, 1 (1994), 151-174.
[101] VALLEE, O., AND SOARES, M. Airy functions and applications to physics. Imperial College Press,
London, 2010. 2nd ed. (1st English ed. in 2004, and 1st French ed. in 1998 by Dunod).
[102] VERSIK, A. M., AND KEROV, S. V. Asymptotic behavior of the Plancherel measure of the symmet-
ric group and the limit form of Young tableaux. Dokl. Akad. Nauk SSSR 233, 6 (1977), 1024-1027.
[103] WEILL, M. Asymptotics for rooted bipartite planar maps and scaling limits of two-type spatial trees.
Electron. J. Probab. 12 (2007), no. 31, 887-925.
[104] ZEILBERGER, D. "Opinion 114: Philippe FLAJOLET (Dec. 1, 1948-March 22, 2011):

The SINGULAR Combinatorialist Who Made Analysis Fun!". published electronically at
http://www.math.rutgers.edu/~zeilberg/Opinionll4.html (2011).



	Philippe Flajolet and the Airy Function
	1. Historical backgrounds: the Airy function in Physics
	2. The area-Airy distributions: Brownian motion, linear probing hashing, additive parameters in grammars
	3. Random matrices, Airy kernel and the Tracy–Widom distributions
	4. The map-Airy distribution: coalescing saddle points, connectivity in graphs and maps
	5. Anecdotes

	Bibliography

